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Abstract— We present a data processing pipeline to online
estimate ego-motion and build a map of the traversed envi-
ronment, leveraging data from a 3D laser, a camera, and an
IMU. Different from traditional methods that use a Kalman
filter or factor-graph optimization, the proposed method em-
ploys a sequential, multi-layer processing pipeline, solving for
motion from coarse to fine. The resulting system enables high-
frequency, low-latency ego-motion estimation, along with dense,
accurate 3D map registration. Further, the system is capable
of handling sensor degradation by automatic reconfiguration
bypassing failure modules. Therefore, it can operate in the
presence of highly dynamic motion as well as in dark, texture-
less, and structure-less environments. During experiments, the
system demonstrates 0.22% of relative position drift over 9.3km
of navigation and robustness w.r.t aggressive motion such as
highway speed driving (up to 33m/s).

I. INTRODUCTION

We aim at developing a software system for ego-motion
estimation and mapping. Specially, we are interested in
solving for highly aggressive motion in 6-DOF, in real-time,
and in a small form factor. The problem is closely relevant to
sensor degradation due to sparsity of the data during dynamic
maneuver. The proposed method enables such high-rate ego-
motion estimation, while at the same time develops a dense,
accurate 3D map, in the field under various lighting and
structural conditions, and using only sensing and computing
devices that can be easily carried by a person.

The key reason that enables this level of performance is
our novel way of data processing. As shown in Fig. 1(a),
a Kalman filter based method typically processes individual
visual features and laser landmarks in separate steps, while a
factor-graph optimization based method combines all sensor
data into a full-blown optimization problem (see Fig. 1(b)).
In comparison, our system recovers motion through multi-
layer processing in a coarse-to-fine manner (see Fig. 1(c)).
Starting with motion prediction from an IMU, a visual-
inertial coupled method estimates motion and registers laser
points locally. Then, a scan matching method further refines
the estimated motion and registers point clouds.

The system design follows a key insight: drift in ego-
motion estimation has a lower frequency than a module’s
own frequency. The three modules are therefore arranged
in decreasing order of frequency. High-frequency modules
are specialized to handle aggressive motion, while low-
frequency modules cancel drift from the previous modules.
The sequential processing also favors computation: modules
in the front take less computation and execute at high
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 (a) Kalman filter

 

(b) Factor-graph optimization

 (c) Proposed sequential pipeline

Fig. 1. Diagram of the odometry and mapping software system. (a) shows
a standard Kalman filter setup. IMU mechanization is used for prediction,
then each visual feature and laser landmark seeds an individual update
step. (b) shows a factor-graph optimization setup. All constraints from the
IMU, visual features, and laser landmarks are combined in an optimization
problem. (c) presents the proposed sequential data processing pipeline.
Starting with IMU mechanization for prediction, a visual-inertial coupled
method estimates ego-motion, then a scan matching method further refines
the estimated motion and develops a map. From left to right, motion is
recovered from coarse to fine and accuracy is improved step by step.

frequencies, giving sufficient time to modules in the back
for thorough processing.

Further, the system is carefully configured to handle
sensor degradation. If the camera is non-functional, e.g.
due to darkness, dramatic lighting changes, or texture-less
environments, or if the laser is non-functional, e.g. due
to structure-less environments, the corresponding module is
fully or partially bypassed and the rest system is staggered to
function reliably. Finally, the system integrates pose outputs
from all three modules to realize high-frequency, low-latency
motion estimation.

II. RELATED WORK

This paper is related to vision and laser based state
estimation. For vision methods, in addition to stereo cameras
[1], [2] and monocular cameras [3], [4] as common choices,
RGB-D cameras have gained popularity in recent years.
Methods [5]–[7] have shown promising results. Our system
is relevant to RGB-D methods since it is assisted by laser
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ranging and associates the laser range information to visual
features in motion estimation. Alternatively, one can also
combine cameras with an IMU. For example, Huang et al.
[8] and Li and Mourikis [9] tightly couple a monocular
camera and an IMU in a Kalman filter, while other methods
[10], [11] use optimization to solve for the motion. In this
paper, we prefer optimization-based methods over filter-
based methods.

For laser methods, it has been shown that motion can be
recovered with a laser itself [12], [13], or optionally assisted
by an IMU [14]. Alternatively, one can involve other sensors
to provide motion estimates. For example, Droeschel et al’s
method [15] and Holz and Behnke’s method [16] use visual
odometry output as motion approximation and further match
laser scans to refine the motion. The proposed system is
inspired by the same concept, but is more complete with
range, vision, and inertial sensors all coupled. The difference
is that methods [15], [16] consider the camera and the laser
as independent modules, while in our system the modules
are highly interactive and dynamically reconfigurable. This
allows different combinations in the system adapted to spe-
cific environments and motion robust to sensor degradation.

The paper is based on our previous visual odometry
[17] and laser odometry [18] methods. The visual odometry
is now key-framed and coupled with an IMU. The laser
odometry is reimplemented with multi-thread processing.
The combined system reaches the level of accuracy that are
unachieved in our previous work [17]–[19]. Further, the sys-
tem now handles sensor failures. By combining functioning
modules, it can reliably operate in the presence of aggressive
motion as well as in low-light, texture-less, and structure-less
environments.

III. IMU PREDICTION SUBSYSTEM

This subsection describes the IMU prediction subsystem.
Let ω(t) and a(t) be two 3×1 vectors indicating the angular
rates and accelerations of the IMU frame {I}. Let bω(t) and
ba(t) be the corresponding biases, and nω(t) and na(t) be
the noises. Additionally, let g be the constant gravity vector
in the world frame {W}. The IMU measurement terms are,

ω̂(t) = ω(t) + bω(t) + nω(t), (1)

â(t) = a(t)− I
W R(t)g + ba(t) + na(t), (2)

where I
W R(t) is the rotation matrix from {W} to {I}. The

IMU biases are slowly changing variables. We take the most
recently updated biases in (1)-(2) to predict the motion.

The IMU bias correction can be made by feedback from
either the camera or the laser. By comparing the estimated
motion with IMU integration, we can calculate bω(t) and
ba(t). To reduce high-frequency noises, a sliding window is
employed keeping a certain number of biases. The averaged
terms are used. Although a rigorous way is to model the
biases as random walks and update the biases through
optimization [10], [11], we prefer to keep IMU processing
in a separate module. This favors dynamic reconfiguration
of the system, i.e. the IMU can be coupled with either the
camera or the laser. If the camera is non-functional, the IMU

 
Fig. 2. Diagram of the visual-inertial odometry subsystem.

biases are corrected by the laser instead (more discussion in
Section VI).

IV. VISUAL-INERTIAL ODOMETRY SUBSYSTEM

The section summarizes the visual-inertial odometry sub-
system. A system diagram is shown in Fig. 2. The method
couples vision with an IMU. Both provide constraints to an
optimization problem that estimates incremental motion. At
the same time, the method associates depth information to
visual features. If a feature is located in an area where laser
range measurements are available, depth is obtained from
laser points. Otherwise, depth is calculated from triangulation
using the previously estimated motion sequence. As the last
option, the method can also use features without any depth.

The method is key-frame based. A new key-frame is
determined if a certain number of features lose tracking
or the image overlap is below a certain ratio. Let us use
right superscript l ∈ Z+ to indicate the last key-frame, and
c, c ∈ Z+ and c > l, to indicate the current frame. For
a feature that is associated with depth at key-frame l, we
denote it as Xl = [xl, yl, zl]

T . A feature without depth is
denoted as X̄l = [x̄l, ȳl, 1]T using normalized coordinates.
A feature at frame c is denoted as Xc = [xc, yc, zc]

T or
X̄c = [x̄c, ȳc, 1]T .

Let Rc
l and tcl be the 3 × 3 rotation matrix and 3 × 1

translation vector between frames l and c, where Rc
l ∈ SO(3)

and tcl ∈ R3. The motion function is,

Xc = Rc
l Xl + tcl . (3)

Let dc be the depth of Xc, where Xc = dcX̄c. Substituting
Xc with dcX̄c and combining the 1st and 2nd rows with
the 3rd row in (3), respectively, to eliminate dc, we obtain
constraints,

(R(1)− x̄cR(3))Xl + t(1)− x̄ct(3) = 0, (4)
(R(2)− ȳcR(3))Xl + t(2)− ȳct(3) = 0. (5)

Here, R(h) and t(h), h ∈ {1, 2, 3}, are the h-th rows of Rc
l

and tcl . In the case that depth in unavailable to a feature,
let dl be the unknown depth at key-frame l. Substituting Xl

and Xc with dlX̄l and dcX̄c, respectively, and combining all
three rows in (3) to eliminate dl and dc, we obtain another
constraint,

[ȳct(3)− t(2), − x̄ct(3) + t(1), x̄ct(2)− ȳct(1)]Rc
l X̄l = 0.

(6)
The motion estimation is to solve an optimization problem

combining three sets of constraints: 1) from features with
known depth as (4)-(5); 2) from features with unknown depth
as (6); and 3) from the IMU prediction. Let us define Tb

a as
a 4 × 4 matrix representing the motion transform between
frames a and b, Tb

a corresponds to a set of Rb
a and tba.
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To formulate the IMU pose constraints, we take the solved
motion transform between frames l and c−1, namely Tc−1

l .
From IMU mechanization, we obtain a predicted transform
between the last two frames c − 1 and c, denoted as T̂

c

c−1.
The predicted transform at frame c is T̂

c

l = T̂
c

c−1Tc−1
l .

Let θ̂
c

l ∈ so(3) and t̂cl (θ
c
l ) ∈ R3 be the 6-DOF motion

corresponding to T̂
c

l . Here, the translation from the IMU
prediction, t̂cl (θ

c
l ), is dependent on the orientation, i.e. the ori-

entation determines projection of the gravity vector through
rotation matrix I

W R(t) in (2), and hence the accelerations
being integrated. When calculating t̂cl (θ

c
l ), we start at frame

c and integrate accelerations inversely w.r.t. time. Let θcl ∈
so(3) be the rotation vector corresponding to Rc

l in (3), θcl
and tcl are the motion to be solved. The pose constraint is,

Σc
l [(θ̂

c

l − θ
c
l )

T , (̂tcl (θ
c
l )− tcl )

T ]T = 0, (7)

where Σc
l is a relative covariance matrix scaling the pose

constraint appropriately w.r.t. the camera constraints.
The optimization problem is solved by the Newton

gradient-descent method [20] adapted to a robust fitting
framework [21] for outlier feature removal. In this problem,
the state space contains θcl and tcl . In other words, we
only solve a marginalized problem where landmark positions
are not optimized. This means only six unknowns keeping
computation intensity low. The argument is that the method
involves laser range measurements to provide precise depth
information. Further optimizing the features’ depth is prac-
tically unnecessary.

The method registers laser points on a depthmap and
then associates depth to features. Laser points within the
camera FOV are kept. The depthmap is stored in a 2D
KD-tree [22] for fast index. In the KD-tree, all laser points
are projected onto a unit sphere around the camera center.
When associating depth information, we project the features
onto the sphere and find the three closest laser points for
each feature. The depth is interpolated from the three points
assuming a local planar patch in Cartesian space. For features
without laser range coverage, if they are tracked over a
certain distance and not located in the direction of camera
motion, we triangulate them using the image sequences
where the features are tracked. This uses a similar procedure
as [4], [23], where the depth is updated at each frame based
on a Bayesian probabilistic mode. Fig. 3 shows an example
depthmap and 3D projected features.

(a) (b)

Fig. 3. (a) Example depthmap (colored points) and 3D projected visual
features. The green points are features whose depth is from the depthmap.
The blue points are by triangulation. (b) Corresponding features in an image.
The red points have unknown depth, hence are not drawn in (a).

 

Fig. 4. Diagram of the scan matching subsystem.

V. SCAN MATCHING SUBSYSTEM

This subsystem further refines motion estimates from the
previous module by laser scan matching. A diagram is
present in Fig. 4. Upon receiving of laser scans, the method
first registers points from a scan into a local point cloud. To
do this, we take the odometry estimation from the visual-
inertial odometry as key-points, and use IMU measurements
to interpolate in between the key-points. Let us use m ∈ Z+

to indicate the scan number. Let Pm be the locally registered
point cloud from scan m. We extract two sets of geometric
features from Pm, one with edge points, denoted as Em, and
the other with planar points, denoted as Hm. This is through
computation of curvature in Pm. Fig. 5(a) gives an example
of detected edge points (blue) and planar points (yellow).

The geometric features are then matched to the map. Let
Qm−1 be the map point cloud after processing the last scan.
The points in Qm−1 are separated into two sets containing
edge points and planar points as well. We use voxels to
store the map. For each voxel, we construct two 3D KD-
trees [22], each with a set of points. Using KD-trees for
individual voxels dramatically accelerates point searching
since given a query point, we only need to search in a
specific KD-tree from a voxel. When matching scans, we
find a cluster of closest points for each point in Em and
Hm. To verify geometric distributions of the point clusters,
we examine the associated eigenvalues and eigenvectors.
Specifically, one large and two small eigenvalues indicate an
edge line segment, and two large and one small eigenvalues
indicate a local planar patch. If the matching is valid, an
equation is formulated regarding the distance from a point
to the corresponding point cluster,

d = f(Xm,θm, tm), (8)

where Xm is a point in Em or Hm, and θm ∈ so(3) and
tm ∈ R3 indicate the 6-DOF pose of Pm in the world frame
{W}, w.r.t. Qm−1. Fig. 5(b) shows an example where a scan
(gray points) is matched to the map (colored points).

The scan matching is formulated into an optimization
problem minimizing the overall distances as (8). The op-

(a) (b)

Fig. 5. (a) Example edge points (blue) and planar points (yellow) detected
from a scan. (b) Matching a scan (grey points) to the map (colored points),
then the scan is merged with the map to extend the map further.
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timization also involves pose constraints. Let Tm−1 be the
4× 4 transformation matrix regarding the pose of Pm−1 in
{W}, Tm−1 is generated by processing the last scan. Let
T̂
m

m−1 be the pose transform between Pm−1 and Pm, as
provided by the odometry estimation. The predicted pose
transform of Pm is obtained as T̂m = T̂

m

m−1Tm−1. Let
θ̂m ∈ so(3) and t̂m ∈ R3 be the 6-DOF pose corresponding
to T̂m, and let Σm be a relative covariance matrix. The
constraint is,

Σm[(θ̂m − θm)T , (̂tm − tm)T ]T = 0. (9)

The optimization problem refines θm and tm, which is solved
by the Newton gradient-descent method [20] adapted to a
robust fitting framework [21]. After a scan is matched, the
scan is merged with the map to extend the map further.

The scan matching involves building KD-trees and repet-
itively finding feature correspondences. The process is time-
consuming. We conduct a multi-thread implementation to
guarantee the desired frequency. Fig. 6(a) illustrates the case
where two matcher programs run in parallel. Upon receiving
of a scan, a manager program arranges it to match with
the latest map available. In a clustered environment with
plenty of structures, matching is slow and may not complete
before arrival of the next scan. The two matchers are called
alternatively. On each matcher, Pm, Pm−1, ..., are matched
with Qm−2, Qm−3, ..., giving twice amount of time for
processing. On the other hand, in a clean environment with
few structures, computation is light. Only the first matcher
is called (Fig. 6(b)), and Pm, Pm−1, ..., are matched with
Qm−1, Qm−2, .... This implementation uses maximally four
threads, but we have rarely seen three threads are needed.

VI. ON ROBUSTNESS

The robustness of the system is determined by its ability
to handle sensor degradation. We assume the IMU is always
reliable functioning as the backbone in the system. Camera
is sensitive to dramatic lighting changes. It also fails in
a dark/texture-less environment or when significant motion
blur is present causing visual features lose tracking. Laser
cannot handle structure-less environments, e.g. a scene that
is dominant by a plane. Further, the same degradation can
be caused by sparsity of the data due to aggressive motion.

The method that we use to deal with these failures is
originally proposed in [24]. Both the visual-inertial odometry
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(a)
     

௠࣪ିଶ ൅ ࣫௠ିସ → ࣫௠ିଶ  ௠࣪ିଵ ൅ ࣫௠ିଷ → ࣫௠ିଵ

௠࣪ ൅ ࣫௠ିଶ → ࣫௠  ௠࣪ାଵ ൅ ࣫௠ିଵ → ࣫௠ାଵ

௠࣪ିଵ ൅ ࣫௠ିଶ → ࣫௠ିଵ

௠࣪ ൅ ࣫௠ିଵ → ࣫௠

(b)

Fig. 6. Illustration of multi-thread scan matching. A manager program calls
multiple matcher programs running on separate CPU threads and matches
scans to the latest map available. (a) shows a two-thread case. Scans Pm,
Pm−1, ..., are matched with map Qm−2, Qm−3, ..., on each matcher,
giving twice amount of time for processing. In comparison, (b) shows a
one-thread case, where Pm, Pm−1, ..., are matched with Qm−1, Qm−2,
.... The implementation is dynamically configurable using up to four threads.

and the scan matching modules formulate and solve opti-
mization problems. When a failure happens, it corresponds to
a degraded optimization problem, i.e. some directions of the
state space are loosely constrained and noises are dominate.
Let J be the Jacobian matrix associated with the problem,
our method starts with computing eigenvalues, denoted as
λ1, λ2, ..., λ6, and eigenvectors, denoted as v1, v2, ..., v6, of
JT J. Here, six eigenvalues/eigenvectors are present because
the state space contains 6-DOF motion of the sensor. Without
loosing generality, v1, v2, ..., v6 are sorted in decreasing
order. Each eigenvalue describes how well the solution is
conditioned in the direction of its corresponding eigenvector.
By comparing the eigenvalues to a threshold, we can separate
well-conditioned directions from degraded directions in the
state space. Let h, h = 0, 1, ..., 6, be the number of well-
conditioned directions. Here. we define two matrices,

V = [v1, ..., v6]T , V̄ = [v1, ..., vh, 0, ..., 0]T . (10)

When solving an optimization problem, the nonlinear
iteration starts with an initial guess. With the sequential
pipeline in Fig. 1(c), the IMU prediction provides the initial
guess for the visual-inertial odometry, whose output is taken
as the initial guess for the scan matching. For the last two
modules, let x be a solution and ∆x be an update of x in a
nonlinear iteration, ∆x is calculated by solving the linearized
system equations. During the optimization process, instead
of updating x in all directions, we only update x in well-
conditioned directions, keeping the initial guess in degraded
directions instead,

x← x + V−1V̄∆x. (11)

Let us further explain the intuition behind (11). The
system solves for motion in a coarse-to-fine order, starting
with the IMU prediction, the following two modules further
solve/refine the motion as much as possible, fully (in 6-DOF)
if the problem is well-conditioned, and partially (in 0 to 5-
DOF) otherwise. If the problem is completely degraded, V̄
is a zero matrix and the previous module’s output is kept.

A. Case Study of Camera Degradation
As shown in Fig. 7(a), if visual features are insufficiently

available for the visual-inertial odometry, the IMU prediction
fully or partially bypasses the green block to locally register
laser points. The laser feedback compensates for the camera
feedback to correct velocity drift and biases of the IMU, only
in directions where the camera feedback is unavailable. In
other words, the camera feedback has a higher priority, due
to the higher frequency making it more suitable. If sufficient
visual features are found, the laser feedback is not used.

B. Case Study of Laser Degradation
As shown in Fig. 7(b), if environmental structures are

insufficient for the scan matching to refine motion estimates,
the visual-inertial odometry output fully or partially bypasses
the blue block to register laser points on the map. If well-
conditioned directions exist in the scan matching problem,
the laser feedback contains refined motion estimates in those
directions. Otherwise, the laser feedback becomes empty.
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(b)

Fig. 7. Case study of camera and laser degradation. (a) If visual features are
insufficient for the visual-inertial odometry, the IMU prediction (partially)
bypasses the green block to register laser points locally. Correction of
velocity drift and biases of the IMU is made with the laser feedback. (b) If
environmental structures are insufficient for the scan matching, the visual-
inertial odometry output (partially) bypasses the blue block to register laser
points on the map. Here, the dashed line segments indicate “bypass”.

C. Case Study of Camera and Laser Degradation

Finally, let us discuss a complex scenario where both the
camera and the laser are degraded. We use the example in
Fig. 8 to illustrate this scenario. A vertical bar with six
rows represents a 6-DOF pose where each row is a DOF,
corresponding to an eigenvector in (10). In this example,
both the visual-inertial odometry and the scan matching
update 3-DOF motion, leaving the motion unchanged in the
other 3-DOF. Starting with the IMU prediction on the left
where all six rows are orange, the visual-inertial odometry
updates in 3-DOF where the rows change to green, then
the scan matching updates in 3-DOF further where the
rows turn blue. The camera and the laser feedback contains
updates from each module on the green and the blue rows,
respectively (white means empty). The feedback is combined
upon receiving by the IMU prediction module as the vertical
bar on the left. The camera feedback has a higher priority
than the laser feedback (discussed in Section VI-A). During
the combination, the blue rows are only filled in where the
green rows are not present.

VII. EXPERIMENTS

Our software system is validated on two sensor suites.
In Fig. 9(a), a Velodyne HDL-32E laser scanner is attached
to a UI-1220SE monochrome camera and an Xsens MTi-30
IMU. The laser scanner receives 0.7 million points/second at
5Hz. The camera is configured at the resolution of 752×480
pixels, 76◦ horizontal FOV, and 50Hz frame rate. The IMU
frequency is 200Hz. In Fig. 9(b), a Velodyne VLP-16 laser

IMU

Camera

Laser

EmptyIMU
Prediction

Visual-inertial 
Odometry

Scan Matching 
Refinement

Laser feedbackCamera feedbackCombined 
feedback

 
Fig. 8. An example where both the camera and the laser are degraded.
A vertical bar represents a 6-DOF pose and each row is a DOF. Starting
with the IMU prediction on the left where all six rows are orange, the
visual-inertial odometry updates in 3-DOF where the rows become green,
then the scan matching updates in another 3-DOF where the rows turn blue.
The camera and the laser feedback is combined as the vertical bar on the
left. The camera feedback has a higher priority – blue rows from the laser
feedback are only filled in if the camera feedback is not present.

(a) (b) (c) (d)

Fig. 9. Sensor suites and vehicles used in experiments. (a) is a Velodyne
HDL-32E laser scanner attached with a uEye UI-1220SE monochrome
camera and an Xsens MTi-30 IMU. (b) is a Velodyne VLP-16 laser scanner
attached with the same camera and IMU. (c) is a passenger vehicle for street
driving. (d) is a utility vehicle for off-road driving. Each sensor suite in (a)
and (b) is attached to both vehicles in (c) and (d) for experiment validation.

scanner is attached to the same camera and IMU, receiving
0.3 million points/second at 5Hz. Both sensor suites are
attached to the vehicles in Fig. 9(c) and Fig. 9(d).

The software runs on a laptop computer with a 2.6GHz
i7 quad-core processor and an integrated GPU, in a Linux
system running ROS [25]. Feature tracking runs on the GPU.
The rest system consumes 1.5-2.5 threads depending on the
amount of laser data. With the sensor suite in Fig. 9(a), the
visual-inertial odometry takes about 0.5 thread and the scan
matching uses 2 threads, resulting in 2.5 threads being used.
However, with the sensor suite in Fig. 9(b), the scan matching
takes 1 thread, resulting in 1.5 threads being used in total.

For both sensor suites, we track maximally 300 Harris
corners using the Kanade Lucas Tomasi (KLT) method [26].
To evenly distribute the visual features, an image is separated
into 5×6 identical subregions, each subregion provides up to
10 features. When a feature loses tracking, a new feature is
generated to maintain the feature number in each subregion.

A. Accuracy Tests

We start with evaluating accuracy of the proposed system.
The sensor suite in Fig. 9(a) is mounted on the vehicle in
Fig. 9(c), driven on structured roads. As shown in Fig. 11,
the path goes through vegetated environments, bridges, hilly
terrains, and streets with heavy traffic, and finally returns to
the starting position. The overall path is 9.3km in length,
and the elevation changes over 70m along the path. Except
waiting for traffic lights, the vehicle speed is between 9-
18m/s (32-65km/h or 20-40 miles/hour) during the test. On
the left side of Fig. 11, we show the complete map color
coded by elevation. On the right, we present a few close
views with corresponding locations labeled with numbers 1-
5 on the map. In particular, close view 1 shows the starting
and the ending positions. Carefully examining the figure, we
see that a building is registered into two. This is because of
motion estimation drift over the path, while one is registered
when the vehicle leaves from the start and the other when
the vehicle returns at the end. We measure the gap to be
< 20m, which results in a relative position error at the end
to be < 0.22% of the distance traveled. We show more details
in close views 2-5 with images logged by the camera.

Additionally, we examine how each module in the system
contributes to the overall accuracy. As shown in Fig. 12,
we first plot output of the visual-inertial odometry as the
green dash-dot curve. This uses the left two modules in
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Fig. 11. Accuracy test. The sensor suite in Fig. 9(a) is mounted on the vehicle in Fig. 9(c) for 9.3km of street driving. The path goes through vegetated
environments, bridges, hilly terrains, and roads with heavy traffic. The elevation changes over 70m. Except waiting for traffic lights, the vehicle is driven at
9-18m/s. On the left, we show the complete map color coded by elevation. On the right, we show a few close views with corresponding locations labeled
with numbers 1-5 on the map. In close view 1, we present the starting and the ending positions. Because of drift, a building is registered into two, one
during the vehicle leaves from the start and the other during the vehicle returns at the end. We manually measure the gap to be < 20m, resulting in a
relative position error at the end to be < 0.22% of the distance traveled. Close views 2-5 show more details with images logged by the camera.

Fig. 12. Estimated trajectories in accuracy test. The trajectories start
with the black dot. We compare four system configurations in the test.
The green dash-dot curve is from the visual-inertial odometry module
(using the left two modules in Fig. 1(c)). The blue dash curve is from
the scan matching module with the IMU prediction directly taken as input
(leftmost and rightmost modules in Fig. 1(c)). The black dot curve has the
system reconfigured to solve one large optimization problem incorporating
all constraints, as in Fig. 1(b). The red solid curve is from the proposed
data processing pipeline.

Fig. 1(c). Next, we directly forward the IMU prediction to the
scan matching module, bypassing the visual-inertial odom-
etry. This configuration uses the leftmost and the rightmost
modules in Fig. 1(c). The result is drawn as the blue dash
curve. Finally, we plot output of the complete pipeline as the
red solid curve with the least drift. The position errors of the
first two configurations are about four and two times larger.

We can consider the green dash-dot curve and the blue
dash curve as the expected system performance when en-
countering individual sensor degradation: if scan matching
is degraded, the system reduces to a mode indicated by
the green dash-dot curve; if vision is degraded, the system
reduces to that indicated by the blue dash curve. Further,
we reconfigure the system to incorporate all constraints
in one large optimization problem as in Fig. 1(b). The
system takes the IMU prediction as the initial guess and
runs at the laser frequency (5Hz). The system produces a

trajectory as the black dot curve. The resulting accuracy is
only little better in comparison to the blue dash curve which
uses the IMU directly coupled with the laser, passing the
visual-inertial odometry. The result indicates that the high-
frequency advantage of the camera is unexplored if solving
the problem with all constraints stacked together.

B. Robustness Tests

We further inspect the system robustness w.r.t. sensor
failures. These experiments use the sensor suite in Fig. 9(b)
attached to the vehicle in Fig. 9(d). First, we drive the vehicle
at night where vision degrades. When insufficient number
of visual features are tracked, the visual-inertial odometry
module is bypassed, and the IMU prediction is directly sent
to the scan matching module. As shown in Fig. 13(a), the
red and the black segments on the trajectory respectively
indicate vision is functional and degraded. In Fig. 13(b),
we show pose corrections applied by the scan matching for
motion estimation refinement. On the bottom row. the camera
status being zero indicates degradation. Correspondingly,
pose corrections on the top six rows become larger because
the IMU prediction is less precise in comparison to the
visual-inertial odometry.

Next, we bring the vehicle to an open area where scan
matching degrades due to the planar environment. As shown
in Fig. 14(a), when the vehicle researches the rightmost side
of the path (black segment), only the flat ground is seen
by the laser. The system determines the scan matching is
able to refine 3-DOF out of the 6-DOF motion using the
method introduced in Section VII. Specifically, roll, pitch,
and elevation are well-conditioned, but yaw, forward, left
are unsolvable due to the planar scene. The visual-inertial
odometry output is used directly in the degraded directions.
In Fig. 14(b), we show pose corrections applied by the scan
matching. On the bottom row, the laser status being zero
indicates partial degradation. Correspondingly, corrections in
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(a)

(b)

Fig. 13. Robustness test 1. The sensor suite in Fig. 9(b) is attached to the
vehicle in Fig. 9(d) driven from indoor to outdoor. The test is conducted at
night. Frequently, the camera cannot capture enough visual features and the
visual-inertial odometry module is bypassed. In (a), we show the estimated
trajectory overlayed on the map built. The red segments indicate vision
is functional and the black segments indicate degradation. Also, we show
three images logged by the camera from locations 1-3 labeled on the map.
Location 1 is indoor and locations 2-3 are outdoor. In (b), we show pose
corrections applied by the scan matching to refine motion estimates. On the
bottom row, the camera status being one indicates functioning. When the
camera status is zero, corrections on the top six rows become larger because
the IMU prediction produces more drift than the visual-inertial odometry.

the degraded directions (labeled in the red boxes) are much
smaller because the corrections are only applied in well-
conditioned directions of the problem (rightmost module in
Fig. 1(c)) as determined by the method in Section VII.

C. Aggressive Motion Tests

In this section, we evaluate the system performance w.r.t.
high-speed rotation and translation. These tests use the
sensor suite in Fig. 9(b). First, the sensors are held by a
person who drives the vehicle in Fig. 9(d). The vehicle
carries power supply and a data processing computer. The
person oscillates the sensor suite to introduce fast rotation.
In Fig. 15(a), the estimated trajectory is overlayed on the
map built, with photos showing the experiment setup. In
Fig. 15(b), the estimated orientation is present. During the
test, the maximum angular speed exceeds 190◦/s.

Then, we mount the sensors on the vehicle in Fig. 9(c)
and drive along a straight path at a high speed. As shown in
Fig. 17, the overall path is 701m in length. The blue points
are laser points registered and overlayed on a satellite image.
We see the mapped trees and houses are well aligned with
the satellite image. Through this comparison, we believe the

(a)

(b)

Fig. 14. Robustness test 2. The sensor suite in Fig. 9(b) is attached to
the vehicle in Fig. 9(d) driven in an off-road terrain. In (a), when the
vehicle reaches the rightmost side of the path, only the flat ground is seen,
causing the scan matching to partially degrade. The corresponding trajectory
is drawn in black. Here, we determine the scan matching is able to refine
3-DOF out of the 6-DOF motion, which are roll, pitch, and elevation. The
other 3-DOF are unsolvable due to the planar scene, where the pose is
directly taken from the visual-inertial odometry. In addition, we show a
laser scan and an image logged from location 1 labeled on the map. In
(b), we show pose corrections applied by the scan matching. On the last
row, the laser status being one indicates functioning. When the laser status
is zero, pose corrections in degraded directions (in the red boxes) become
much smaller.

horizontal position error is < 1.0m, resulting in a horizontal
position drift to be < 0.15% of the distance traveled. For
the vertical drift, however, we do not have a means to
evaluate. We show three mapped houses in close views on
the right side of Fig. 17, and a corresponding image taken
from location 1 on the satellite image. The houses are on the
left side of the image. In Fig. 17, we plot the linear speed.
The maximum speed reaches as high as 33m/s.

VIII. CONCLUSION

We present a data processing pipeline for ego-motion
estimation and mapping. The pipeline couples a 3D laser,
a camera, and an IMU, running three modules sequentially
to produce real-time ego-motion estimation and low-drift
map registration. Further, the system is robust to individual
sensor failures. Due to degraded environments or aggressive
motion, if the camera or the laser is not fully functional,
the corresponding module is bypassed and the rest system is
staggered to warrant the overall functionality. We validate the
system through a large number of experiments. In particular,
we conduct tests to evaluate the accuracy and robustness over
several kilometers of travel, in complex road conditions, with
dramatic lighting changes and structural degradation, and
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Fig. 17. Aggressive motion test 2. The sensor suite in Fig. 9(b) is mounted to the vehicle in Fig. 9(c), driven at a high speed along the red path. The
overall path is 701m and the maximum linear speed is 33m/s. The blue points are laser points overlayed on a satellite image. We show three mapped
houses and a corresponding image taken from location 1 labeled on the satellite image. Meanwhile, the three houses are on the left side of the image.

(a)

(b)

Fig. 15. Aggressive motion test 1. The sensor suite in Fig. 9(b) is held
by a person in one hand who drives the vehicle in Fig. 9(d) with the other
hand. The person oscillates the sensor suite to introduce fast rotation. (a)
shows the estimated trajectory overlayed on the map built and a photo taken
from location 1 during the test. (b) shows estimated orientation of the sensor
suite. From our analysis, the maximum angular speed exceeds 160◦/s.

with high-rate motion in rotation and translation. Results in-
dicate that the system can conquer all challenging scenarios,
producing position drift around 0.2% of the distance traveled
and carrying out robustness w.r.t aggressive motion such as
highway speed driving.
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